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ABSTRACT '

%he analysis of scattered electromagnetic radiation is examined in

terms of I.ie theory establishin the detailed for, o h cteigh

functions. These parameters are used to define the criterion lihereb:'

the composition and nunber densities of an atmosnheric aerosol ato

may be assessed. Laser radar, or LIDAR, is the -proposed remote sensing

device and the tgoverig system equations are developed. Th--e probl.em of

data inversion is surveeoi.h~~ emnnhasis on smoo tairg methaods,, statistical

ana yses, and iterativ'e tecIhnicues. Adiscussion of th-e nwimerical

s-tability of th.-e solution is also L-resent-ed. On th-e basis of the e

model,2 inviersion of the data -:-,ovided by the LIDU 'irobe is given as -a

rationale to effect an estimate of, the tru-e loarticle nubrdistributio

function in an at-ncsnheric cell.
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1. !.,!TRDU--. !0T
. . bo m cinii

The advent of sophisticated optical devices in both the scientiic

and defense communities has pointedly demonstrated the need to better

understand the primary propagating and interacting medium characteristics

of the earth's atmosphere. The intent of this paper is not t deal with

the purpose of such devices, -whether they are atmospheric o1lu--ant on-

itors or infrared threat detectors. Rather the concern here is the use

of these devices in the real world envir:nment and the l-itatons

nosed on them as a result of atmospheric octial signal degradation.

This degradation is the result of manifold scattering effects such as

Brillouin, Rayleigh, MI- e,, uorescent and Roman scattering and Lincludes

the atmospheric constituents' differential absorption of optical

radiation. c2l

The atmospheric scattering and absorption centers include the air

molecules, suspended particulates (aerosols) and water droplets in fog,

rain or hail. The presence of aerosols strongly determines the trans-

mission characteristics of the atmosphere and may even dominate th

propagation characteristics. See Table i and figure 1 for a comparison

of particle sizes and the range of number densities.

At the small end of the size spectrum are the air molecules them-
selve rt ai f 10-4 93

selves wmith radii o and a concentration of 10" per cm3. The
102  4+ -

large end includes rain drops with radii of 10 to 10 * and a concen-

u oof10-5o 10- 2 e cm.

tration of to per The 1"small" particles, defined by a

radius much less than the wavelength of radiation used as the probe,

I



Average size distribution of' nucli ifl
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obey the Rayleigh scattering model, exhibiting a cross section that

decreases proportionally as the particle radius to wavelength ratio to

the fourth power. It is this fourth power law for molecular scattering

that Rayleigh used to explain the blue color of the daytime sky.
TABLE I

Particle types Particle Radius (.w4 Concentration (cm

Aitken nuclei 10 to 0 2  102  10

haze particles I0 2 to 1 10 to 103

fog droplets I to 10 10 to 10

cloud droplets 1 to 10 10 to 300

initial nuclei present in the atmosphere from the earth' s surface
and/or meteoric sources.

Fbr wavelengthalarger than those of -sible light, this scattering is

very small, As the particle size approaches that of the radiation wave-

length, the complete Mie theory is required to ex#lain the scattering

characteristics. The dependence on wavelength is highly oscill-ary and

very complex. As the particle rrows still-I larger, its behavior in the

radiation field approximates that of a large solid object casting a

shadow field in proportion to its geometrical cross-section. The ie

theory includes both Rayleigh scattering for small radii and the "non-

selective" scattering in the limit of large particle radii. The theory

is covered in some detail in the next section cf tiis paper.

Once one has both the atmospheric density and data on the aerosol

composition and size distribution as functions of altitude, location,

and time, the transmittance can be computed on a real-time basis by some

rather sophisticated computer models.

Aerosols are colloidal particles dispersed and suspended or failing
I ,

10
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slowly in the gaseous mixture of the atmosohere. Some exampnles are

smokes, haze, clouds, small droplet (less than 1,^m) fogs, and finely

divided soils. These aerosols have as many sources as they have diff-

erent forms and compositions. The chemical reaction of various atmo-

spheric gasses uhose minor components are nit~rous oxides, terrpenes, and

hydrocarbons can produce solid patcles. Mhe presence of combustion

products from inefficient bur-ning, whtich may be locally critical, and,

on a much larger scale,, from forest fires and volcanic action serves

only to increase the atmospheric load of narticles that may [take years

to settle. Ov-er large bodies of vater, the dispesi-On of sclutions in to

the near atmosphere region brin:gs about the formation of fogs and rain

as vell as clouds. As a class, aerosols =ay either h',In or hizder the

researcher. These particles may be used as tracers enhancing a received

signal to detect atmospheric zotia0: .3, dstzibutions, and chemical com-

position, Flovever, they primarily prov_-ide a Iae oran source of

enironmenta noise. In th-:s latter mocde, th oarti cle' s zoresec ea

to confuse the receavred signial at the sensor an Z= mrvide noise -that

originates outside the syste= electronics, maing it. dif zt, i not

impossible, to supress. H6 istorically, aerosols have ben divided 1
into classes to -facilate their theoretical zodei.Teemdl

involve several free zarameters that ae designed to 'tbes' fit" the

obsered data. T7he classes are:

1 -Litm - This groutp is characterized por' ari'y of sea.sal.t

wihsome water of hydration and a chlorine concentrtiecslghl; higher

Van sea water. Selt, -artiacle concentration decr-eases rv dl11v atove a

height of about 59C



2. Rural The largest number of components are silicon, iron

and some sulfates with approximately 10% to 15% organics. Of this total,

about 1/3 of the aerosol i ygrosco--ic, Whereby air moisture is readily

absorbed. This same class is also found at sea at higher altitudes with

a large particle density falling off rapidly as distance at sea

increases.

3. Urban - Combustion products and the issue from industrial

processes make up the bulk of this class.

4. Troposphere - This is an atmosphere division lying above the

surface boundary layer and corsists of the rural/maritime classes with-

out large particles,

5. Stratosphere - Frimarily (EO' to 90%) consisting of the large

sulfate ions and particulates, this group also shows a :-eriodic lexge

influx during volcanic activity.

The tyTical atmospheric analysis technique is to use two-ended sys-

tems requiring a source of radiation of knom properties, a propagatng

path through the atmosphere of specific length and reasonably knalonB

conditions, and a stable receiver at the pathts end. Experiments such

as these are able to measure aerosol size and composition distributions

to check out the various composition and scattering models. They also

predict the performance characteristics of a particu2 ar optical device.

However, two well-separated platforms are required with the attending

problems of phasing and communications. Also, only low altitude, hori-

zontal work can be done. A one-ended system would eliminate the need

for one of the platforms and enable a full altitude/azimuthal capability

in a real-time environment. There is a system that can easily be

.
2 
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adapted to the one-ended process and is available today. The laser

radar, J7 , system is similar in operation to Radar with optical

wavelen, .s instead of radio waves. In fact, the acronym is somewhat

the same, meaning "Light Detection and Ranging". Conceptually, a laser

pulse is emitted into the medium to be analyzed. This pulse interacts

with the components of the medium and is both scattered and absorbed in

distinct ways depending on the material type and density. Some portion

of this pulse is returned as an echo to the point of origin where a

telescope-like receiver is coupled to a photodetector that converts the

received optical radiation into a proportional electrical signal. The

pulse return timing is gated to the range of the atmospheric cell under-

going analysis. The intensity of the echo, the echo's polarization

change, and any measured frequency shifts all undergo involved processing.

The outputs can consist of composition, type, and size distributions.

Some state of the art applications of the technique include: metero- -

logical LIDAR investigations; middle atmospheric LIDAR studies; tropo-

spheric chemistry and diffusion research; studies of atmospheric

propagation and radiative transfer; absorption, Raman and fluorescent

spectroscopic applications; and pressure-temperature measurements of

atmospheric layers. E23 A recent theoretical paper indicated that a

series of measurements involving optical scattering and absorption can p
yield about 7 or 8 independent pieces of information concerning the

aerosol size distribution within the analyzed cell, covering a range of

parti2les wiii radii from 0.1,m to 5.2m. [2(

Consider such a single-ended LIDAR analysis system on board the type

of mobile platform in use today by both scientific researchers and the

0#



military. The optimum performance of a speciffic optical scanning/de.

tection/tracking device could be evaluated in a real-time scenario with-
out the need to resort to generalized models applicable only in'

f standardized areas.

FI
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II. GENERL SCATTERING THEORY

Scattering is the process whereby an incident electromagnetic wave

loses energy and some portion of this energy undergoes re-emission. In

general, the scattered wavefront has a different propagation direction

than the incident wave. See figure 2.

For particles with a low numoer of electrons, the scattering can be

computed using quantum mechanics. In this sense, the incident wave canonly interact with t 1he stationary state o j I.he scattering particle s

electronic system within a small bandwidth of frequencies about th,.

allowed transition levels. One car. discuss Rayleigh scattering as the

absorption of the correct energy photon and the subsecuent re-emission

of a photon of essentially the same energy. An energy level diagram

would look like figure 3.

Likewise, Raman scattering involves a definite frequency shift be-

tween the incident and scattered radiation. If the scattered frequency

is less than that of the incident, the process produces the Stokes

lines spectroscopically. And when the reverse is true, the anti-Stokes

condition exists. [83 See figure 4.

However, for molecular and larger particle scattering, the collection

of electronic states becomes great enough to let us deal with the prob-

lem classically. The particle is considered to be a solid dielectric

with a complex index of refraction.

One of the most widely 
studied problems in 

diffraction theory 
is 

:z

electromagnetic and acoustic wave scattering by a sphere. The problem

of diffraction of a plane-monochromatic wave by a homogeneous sphere J

15
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characterized by its radius and complex index of refraction was'rigor-

ously solved by G. Mie in 1908. His analysis involved the solving of

Maxwell's equations for the electromagnetic field when an incident plane

wave interacts with a material interface. When the discrete boundary

separates media of different optical characteristics, a scattered wave

is generated.

Today, an extensive bibliography of approaches to this problem exists.

The author will follow the analysis presented by Kerker (1969) 021

throughout this section in crder to present a consistent derivation.

First, the salient features of the Maxwell theory will be listed, lead-

ing to the wave equation. The solution satisfying the appropriate

boundary conditions will be obtained; the resulting infini-a series

solution not only completely defi-nes the scattered wave, but gives the

electromagnetic states of the particules' interior as well. The single

particle scattering results will be compiled and extended to cover

collective scattering.

Maxw.ell's equations, in rationalized MS units: [12 D

Coulomb I s law - : 0 (I) 

A~mpere' s law b j(2)

_._ absence of free magnetic Doles 0 = (4) :

The symbol , denotes a vector quantity. Following are definitions

of vectors used in derivation:

E - electric field intensity (volts/meter)

.1 magnetic field intensity (amps/meter)

.2
D - electric lux density (dielectric displacement, couLomb/meter )

- 0--
- - -691 A -OI



2ma ngetic fIlux densi - (magnetic i nduction, weber/Mee

electric current density (amps/meter

4 - electric charge density (coulomb/meter ,

t- time (seconds)

These equations wi1! define the electromagnetic field configuration

E for all .noLits in snace -and un uel.y determine the field vectors _ivn

the media characteristics below.

le (5)

(7)

e edia -axaneters thus defined are:

S- )ernittivity (electric indtctive capacit-, farads/Meter)

- er.-cability (magnetic inductive caacity, hev2 s/eter)

6" - conductivity (specific conductance, I/ohm-meter)

In free space (vacuo):

, 8.8542 X 101 4 farad/nl
10: lie= ". Im

As a consecuence of the invariance of the I"axitell equations, the quantity

M) has the units of velocity and, again, in free space:

This last quantity is the speed of light in vacuum. Mren the quantit'ies

,,andare independent of direction, the region space they

characterize is sa=id to be isotrooic. Two more equations are reudre A

to complete the picture.

Lorentz Force - X (9)

= edtonls second law of motion (10)

19
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--here: F-force on charged particle (newtons)

u - velocity of charged parti*cle (mIs)

m- mass of charged particle (1:g)Z

a - acceleration of ch"arged particle (m/s)

'Ill macroscopic, linear, electromagnetic ohenomenon ---e descr-ibed 10y

ecuai~ons ()th~rough (10) with the associated CuanttY de-fin- tions.

Te classica d: nans of ineatng cae : ices nd e" ectro-

magnctic f Ield s are t hu s s-pecified.

A1 certain degree of convrenience is obtained usin-g t e defini-tIOns of

the two oloigawxilary vectors:

Mere: - elctic p o-, ,i zatio.n (em 2)

M-magnetic zolarization (sVm)

Oecnsethat,, in free sp.:ace, these -uantities vanish ident4i call .and

they may then be considered as a measure of the effect of matter on the

:oci fel-ds. -Some dimensionless quantities may a--so be aznm

KC (13)

KM //Q(4

Moere: Ke- specific e (relative dielectric constant)

K- szpecific"(relative magnetic rezmeability)

The media may further be described With:

Xe CoE (15);

Whre electric susceptabillity

4-magnetic susceptability

TIrhe previous set of equations can be combined to obtainq:

20
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Xe )= Xe 1 ('7)

Mlaaxiell s equations apply to regions where the media may be repre-

sented by the continuous functions , and 0. When a medium discon-

tinuity is encountered, such as the conditions across a regional

interface, the fields must satisfy a specific set of relations at the

boundary. See figure 5. Let:

- surface current density on interface S (A/m2 )

/- surface charge density on interface S (c/m 2) -

The Meaell equations (I) - (4) are cast in point form for each

differential point irn space. One can apply various integral theorems

to change the same equations to integral form and use them to define the

conditions that the fields must satisfy by crossing the interface. F73
The boundary conditions obtained are inherent in the Maxwell equations.

Boundary conditions:

the tangential component of E is continuous

(E2 gX n =00)

(b) Me tangential component of H undergoes a discontinuity equal t. J

CH-4-oxn T(20)

(c) The normal component of p undergoes a discontinuity equal to

S(21)

(d) the normal component of , is continuous L
, 0 (22)

For all cases of dielectric scattering, it is assumed that there is no

free surface charge or current density. This assumption begins to break 0

down for large particles in the presence of storm activity. However, we I

21
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will, for simplicity, assume that J 0 andjs 0. Terefore, the
54 I

tangential components of E and H and the normal components of D and B

are continuous across the boundary.

Charge conservation is included in the Maxwell theory and is written

as:

continuity equation V + -a/ 0 (23)

Where: 1v - volume current density (A/m3 )

iov- volume charge density (c/M3 )

Throughout the following derivation, a few vector identities will be

required.

Note: A - continuously differentiable vector field

0- continuously differentiable scalar field

v-(rXA ) = 0

v x(v0) = 0 (24-)

v.( ) -(V) + %(v.A)
i: ~~vx(vx ) V(VA )+v4.x

V X (X A) =V(r-A) - VA&

If the fields described by (1) - (4) are invariant under a gauge trans-

formation, then they are well defined by the preceding formalism.[16J

We define:

A - vector potential field

- scalar potential field

in the following relations.

B (25)

Compare this to equations (4) and (24). Using equation (25) in (3), ue

23



get the following:

'Tow, refering to (24),

E~ A (26)

A and 0 are not unique. Let g be any scalar function, then the new

potential can be defined as:

AA' A ~- Vg (27)

Sa 9 (28)

Now the fields 2 and a, are zecompited.

=> EE

The physical observables are the fields E and B and it can be seen

that the gauge transformation defined by (27) and (23) leaves these fields

unchanged. Thus, the Maxwell equations are gauge invariet.
We now turn from formalism to a more practical aspect of electro-

magnetic theory and introduce the "lave Equation:

Note that the time and space operations of differentiation are commutative

for these continuously differentiable functions.

The assumption is always made that all space and time derivations of the

parameters 6,,At, andd are either slowly varying with respect to the rate

24 O
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of change of the fields themselves cm identica"y ecu.- to zero.

Th e same cmgu -ent also applies to the cuantity , P1.cncer-ning its rate

of change with the r~ate of change of the fields.

r: +ata

Therefore: V E F - 29

T-h.is equation, (29), is the -ell-;mo,.n nonhomogeneous equation for damped

ave rotion - the Fave Ecation. Sinilarly, V X (2):

-: - (). =>r • (,A, o =.' .I -0---> V -4 =-o-

2! -

N1!

a2t at

The relations for non-dissipative media. are obtained by setting of 0 .

Both equations (29) and (30) actually represent 3 ecuations each. Each

component of the vector field must satisfy these equations f-r tU vector

field itself to do so. Let the symbol" IX correspond to any of the sixI
components of the two fields E and ~.The scalar .~a,,e equation can be

expre., ed 'by:

25



The fields described by (31) arepresent a transfer of energy in both space

and time. The electromagnetic wave has a time periodicity that sug-

gests a form for the energy flux crossing a unit area per unit time:

S E ~H (32)

Equation (32) is the Poynting vector equation, whose time averaged

magnitude over the period of the wave yields the wave intensity,

'r fo S dt (33)

wherelis the period of the wave. The field symbols E and . in (32) are

the real parts of the complex fields whose components satisfy (31).

ThMe form of the scalar wave equation suggests a harmonic time de-

pendence of the form:

e 
)wtiffhere w is the angular frequency, i --(-), and r is the usual three-

dimensional position vector. Note that:

Lo and U 2.tLk

then, (31): V72  U A €. ,4A O

Definhe propagation constant k by:

then: VZ U Kz LA- 0 (36)

EyOation (36) is the Helmholtz Wave Equation. inother form of (35) is:

K - (37)

where: cK Lo (f(3-+j)
w i:g ijtlj 'z (39) " "

It is the /3 term that determines the damping undergone by the wave per

unit path length; the energy is dissipated as Joule heat in the medium

26
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when > 0. I
Recalling that the quantityv-

V (40)

is a velocity which, in free space is c, the relation for an electro-

magnetia wave in a medium described by light speed V is

X~ V (41)

where: X - wavelength

- frequency

V - velocity of the wave

A o,. (42)

and this is the angular frequency, W, mentioned earlier. in free space,

,0' C = (43)

The index of refraction, n, is defined as

n C/V (44)

.- (40), (4+3), (44)" n= Oh

=) n = Lo (45)

It is clear that X0 is the wavelength w'en the wave is prop-gated in

free space. In the same medium, d - 0 imnlies that
, -o => C(1 = . ) /C.

=> 0 o W/C,=. r o

/>Ko I (46)

This is the free space propagation constant.

The complex refractive index, m, can be defined as

where: C - index of absorption (extinction)

As an example, suppose that there is a plane urave -ropagating along ne

27
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z - a:is whose x - comnonent is:

x - Ae )-czS( 4,7): = Ae . e e" -in ko(/x)z A xaso

>~Ex = Ae iw-kz)nK. Xz

The attenuation of the wave is seen explicitly as e-n cgz. Ar emansion

of tlis examrle shows that the resultant iane rave solution l.eads

directly to the Stokes z araneters. Assume the -ropagation direction is

z as stated earlier, -ad that the monochromatic t:ave io traveing
unbotnnd in a source free isotro :*c edu . is assu t L-e WaVe

can by com.inete!-. speci:ied i t04 fi-e' eane b; the' z,t coordinates of

the u:ave. Thus:

, Uo

(34), (36): )C je %

41z

Substituting a trial solution, f = ae ,

I bz t_> oJ~ e + Ko --a 6%= -k" = "ik

_'> 7(z) = OL e I(Z.

From the definition of 1k, -ilcz is selected as the value.

=;' u (z0 -) = o ~ Xz

This equation describe the form for each of the six vector components

of F and I. Recalling (1), under the present constraints:

S +  = 0 and U a, E-

But, aL~La×: : - "'z = 0 > E. lO£ _ez )  ,

-N
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X Y
(3, 6) v "- --> -= _z

-z zz ~

It is quite sufficient to describe the behavior of E as the value of :i

I can be readily obtained using equations (1) through (4). Given the form

01o u(z, t): aH . • .. Hil7T ='" = L.,,.l,,y

xF -  = Hz_. _

:ote:_
A The term^-/k can be reduced using (35) to the following:

Defining the intrinsic impedance of the medium for p:l!anie vaves as

ii_._

Finally, for the plane wave is:
Ec Ae/( -x =1'

1 ( W -K z ar z)(49 )

E1 = 0 _

where and a~are arbitrary phase anges to account for the general his-

tory of the wave. The H1 uave is also determined by equation (49):

H4, = , Ae (5U)

1.e see that:
H- + -i- +O

29
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E1d =0 (51)

Thus, and A are perpendicular to each other for the ;lane wave

solution.

The concept of polarized light can now be introduced with the help)

of equation (49),,, andd. The general la ne wave solution describes

an. el t.ical rotation of the E vector in the Dlane per-endicular to the

direction of propagation. Defining the phase difference asgf:

The representation of the state of a polarized .ave can then be unicuely

odeteruined using the Sto'es :raneters, which are:

2 2 2
SO= A1  2 , B+ (53)

S - So cosa'' cos a X

S 2 B,q5 3osf 30 sin 2 C C zX (55)

Ss= 2M8 SIN So SIN Z X (56)

The lengths A and 1 and the angles V, andX are illustrated in figare 6.

The quantity (wt - kz) can be eliminated from (49) using equation

(52), where E and E refer to the real parts of the complex wave:
(A ( ) 2  coS = SIN 2S (57)

This is the equatZon of an ellipse. The ellipse in figure 6 is dran

"right-handed", that is, the head of the electric field vector follows

the arrows when viewing the wavefront face on. In order to exhibit right-

handed polarization, sin&)O and O(X41T/4. Linear polarization exists

when:

$ j , o,:t 1, _. Z , ...1- (58)

and circular polarization corresponds to
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ffw,

Pictorial definition of' the

quantities Al, '311, O X

x 2B

2A

Fgure 6
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The Stokes parameters satisfy:I2 + S2 + 5(

and a complete state of polarization is obtained from only three in-

dependent parameters.

IN Natural light is defined as the state where the intensity of light

is the same in any direction perpendicular to the propagation vector, k.

The phases of the various components in natural light are randomly

k varying so that no correlation exists between them.
n n

=> S1 S 2 = sa = 0 (61)

The combination of elliptically polarized beams can be accomplished using:

s S ': S ) S3 : (62)

Then for non-identical polarization states for all beams:

2S1  S 4-S3  (63)

n o Partially polarized light can be described as a superposition of natural

light and a set of incoherent beams:
"n f , P P tre
SO= + I t I , 5 3 1 (64)

P

Finally, the fraction of polarization, F, can be defined as the intensity p
ratio of the polarized part of the wave to the total wave superposition:

F 5~/ S (0 F 1 (65)

It can be show~n that the parameters of a scattered wave are linearly

dependent on the parameters of the incident wave.C10] This relation

is written as follows: I
is (66)

where: R. - observation rtistance to scatterer

i - incident wave

s - scattered wave
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The modified Stokes parameters are defined first by w riting equation

(49) as: iwt L t

(67)

then, , IEll (68)

J =I EaI 2  (69)

U- Re JE,Ez j (70)

'1= 2 Tm ,EZ*I. (71)

The 4X4 Stokes matrix a looks like this:

2 Re!,,1) Re(4 1zf) Re( ,,,P,*) - f,, ( -, 1,,, ) '

_ Imnfa.) Z m(f j*) .. m ( -2,,ez,*,)

where the E.. are defined in terms of the scattering functions given in

SE2/J. For spherical particles, the quantities f12 f21 0 and

contains four constants.

Having laid the foundation for the iMie treatment of scattering

phenomenon, let us now consider a plane electromagnetic wave incident on

an isotropic, homogeneous sphere of arbitrary size. The object interferesL~ ith the free propagation of the wave and secondary waves are generated

that are predictable by Maxell's equations and the boundary conditions;

and these secondary waves form a scattered radiation field. The incident
wave should be linearly polarized for two reasons. First, if thelightI L

3 3
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is unpolarized, then it can be resolved into two linearly polarized

components each of which act independently of the other. One only needs

to consider the interaction of the sphere with a plane (linear) polarized

wave and then apply the principle of superposition to obtain the total

effect. The LIDAR laser pulse is plane polarized, by definition, and

this is the wave-type that is considered for trcpospheric probing. A

geometric diagram of the problem is shown in figure 7, suggesting a

spherical coordinate system as the most convenient for analysis.

The fields of electromagnetic energy in the region of space filled

by the particle and the incident wave are resolved into three components:

a. the incident wave -i' H.

b. the particle interior wave- Er, Hr

c. the scattered wave - Er' . -i

For these auantities to properly define the fields, they must each

satisfy Maxwellt s equations (1)- (4), the UIave equations (29), (30),

and the boundary conditions (19) - (22). The internal field E, Hi2

must match the external field E. + E + H in accordance with
these relations,

Kerker [2Jet al., suggests that the derivation deal with the scalar

wave equation, (31). Two new functions may be introduced, the electric

Hertz vector,1, and the magnetic Hertz vector,*(, and are defined as

foos: V X IT, (73)

x 11 (75)
N1: f1~A1T (76)

kI 34
--.- -- -- .-



Scatterig of a plane wave by a sphere

z -
radius

H* polar
-. angle

r ~azimuthal
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Suitable transformations may be applied to define other Hertz vectors

as long as the fields are left invariant. The vectors thus defined must

satisfy the vector wave equation:

~ -~ (78)

where thef andm result from distributions of electric and magnetic

dipoles. Therefore, two vectors can be used to describe all the fields

present.

The transverse magnetic wrave (T14), also called the electric wave,

has a zero value for the radial component of its magnetic field i--ntensity,1

HIr- 0. Liketise, the transverse electric wave (TE), the magnetic wave,,

has a zero radial component of electric field intensity, E*r 0. The

TH wave is conceived as being the result of oscillating electric di-

poles in a spatial region, and the TE wave as the result of oscillating

magnetic dipoles. The total solution is a construct of these two

wavefronts.

The Hertz-Debye potentials are:

(79)

V .1 =T 2

These potentials are the solutions of the scalar wave equation. Solving

(79) ud (80) for the potentials and applying the appropriate boundary1

conditions, one can then find the field vectors describing the 'L!, and

TE waves. The total field may be derived by the direct addition of the

component waves.

The follouing equations for the total field -ee. components can be

obtained by applying these concepts to the above relations. in spherical
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coordinates, we have:

j 7.

)+S2
Ee Eo+Eze rrs 75 ' (rF1 (S2)h

1rz Si4 r +Hr + (ril i) +K(r IT.) 034)
NeN:Lt~e +.L (.L'

9K(TI T 1.)

tihthe *roi~azatio- ns tr de-fined int~he fol o-in f~orm by(3)

Ahas been dxoztred as all. zedia are assumedA to be non-magneti.

ec,- 11ing te sc-Iar wave ecuatiOn. for afunctlo- JIthhainni

tedependence,, we haxe:

(3)v U + K Z L

MNk U z L~

s emt-;a. I i thlen sattif es

The :.ertz-Debye -potentiLals are const.ructjed such that they are sol.1.-oS

to thi~s ';ave ecuation. Let IY -r, 9, ) f()represent cithler

17 2-I+ ti
This eauation is Cie one that must be solved; ins:herical:, a-orainattes:

.1(-r!r +9 in C, (e) 9  K Ii' 0 (02'

1t can bcc solved sigthe technicue of se":aration of, Variables, IA-C-r e

Iris assumed to be a -mroduct function:
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Ir arR a~g + -k r~1

-w -L-. L SLe (SIN G N

=.> eK Toe TON.e

-..s ecua7E.o-i Js equal to a con-staxrit tI.2ch za; Ce C^ec:ed by ze

der e'ti-;es of o: s 4 s :threspect to =y e 9~ -.is co~n t as

---,s te radiza. equation i1s:

r4 rR(r)E~ + r R Cr) Q

Ts-ing (9'3), ecatio,-n (97) I eco~es:

rS m~j (IN G W a~e-~4I

By the same differentiation argu.ment, each si-:de of this ecuation is

ecue-j- to a constantp 2

Thus, te9-angia eq~uation is:

sig(98) and (9, (97) takes th e fa0in- of:

Thus, the -angu2.ar ecuation is:

I-n the above ecqiations, n may tale on a.yitge au an' n~yb

any one of th.,e 'Folic,:,&ig setl: -,*.., 01 ... , n. uations (99), art',

IA



(100) comboine to f~orm the S-='erical . -amonics :Thich. are de:Unetd:

::ec -sanrizatin cns'ant to ensure or4,,*-omaJ- 'i - h Z1e

-:uction set o -

'The so~ution to 000O) is a staifhtforvzard combinatixi CT, s~es an

cos-±r.es as - 2s *:.-,.~sti

thna re.a s ;c:

®(e) =P" (Cos G)(13

7.Q-ere te -,~~s ~ ie ascite legsncxe =_1 aiso

Rsn odirigues t '11an ij
Cm)1

= Sean he negativ'e a2usof m are 44c2udd an .

:~en~ =0, hn(cc-) is the :ege::(zre equation -.ihose so! itions are th

2.eendre p-OjLyomials:

Equatio, (104) may berurten as:

Tile =co:.Leto s-herice2.:i i solution- includes the omlatn

consta-nt ancd re-writos the azimutha. solution as a com.2e -= oe~..

These functions are compctely orthonormai. as zell. Trms:

The (1) ~ s a -phase f'actor defined~ as the CodnShrl .Uanci

13a 2, in some texts, be cdro!zei.

(note: 4_n thes remainder o--: this paper, :iluse instead of~ zeta,.

__M_ -Rm



which is used in the lIterature.)

The Radial equation, (98), has solutions defined in terms of the

Bessel functions:

T,. ~g u'rj'V (10j~(18In X Kr) Kr N ,~ K r)(19

r r) Yn Kr n X K ( 10)

These are the icatti-Bessel functions, where J and In. are the half

integral order Bessel and :Ieuma.ln functions. By using the infinite series

Sdefinitions of the Bessel functions, one can .- ite the Picatti-Besse-

function in the in eform:

VI, (Z) 7.

X,,.z) (77i)/ kz zJ((112)

where z X iy (113)

The function:

(?n ),- Xn$Kr) r 4(l) (r) (114)

vanishes in the limit as Ic approaches infiuity, and ill be useful in

later .ork, The unctic.r. fu.(2? (kr) is the half integral order Hankei

function of the second kind.

Now it can be seen that the solution to the scalar wave equation is

characterized by the numbers n,'m:

ri~rR

and (102), (103), and (110):

The general solution may now be obtained as a linear superposition

of these particular solutions.

rc r rfr re ) 16
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Equation (116) is the general solution of the scalar wave equation in

spherical coordinates.

The fields in and about the particle can be described in terms of

their individual pairs of potential functions;

a. the incident wave - 1T 1

b. the interior wave - T r

c. the scattered wave - fTr r,

The sphere, whose origin coincides with that of the spherical coordinate

system and is of radius a, is isotrcpic and homogeneous, optically

described by a complex propagation constant, k I :

(47) ,tl = n, 10  (117)

The isotropic, homogeneous medium is a dielectric described by a real

constant, k2

KZI n1k 0  (118)

The relative refractive index is defined:

r K: / - I/nI (119)

The incident plane wave propagates along the positive z-axis and is con-

sidered to be of unit amplitude with polarization axis parallel to the

x-axis.

I&~'~ 1 1(120)

In order to facilitate matching the boundary conditions for the Debye

potentials on the surface r - a, (120) is written in the form of (116),

realizing that the function Xn(k 2 r) becomes infinite at the origin

where the field (120) does not:

i ~ 2n+I y)r fr, r 7(,7) ',( )1rj e) Cos (121)

M ,. * I (122)
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The unperturbed incident wave is now well defined. 3ecause the incident -

wave propagates along a coordinate axis (z), parameter m = 1. As a

result, the Debye potentials all have the associated legendre poly-

nomials of degree 1. The internal particle fields must be of the same

form, without X,(k,r), and must also be finite at the origin. Also, the

arbitrary coefficients must exist in order to properly map the conditions

at the boundary:

rtr: I. ar.' '~,, Knfo<' (COS e) C-05 (123)
nxi

The scattered wave must vanish at infinity without entaiUing an infinite

energy and 'he function 3n(kr) contributes just this property while

maintaining the proper form forT(r). Arbitrary coefficients are a-

gain necessary:

r IT a (2,7 (k,r) Pn' (cos a) Cas $ 125)
2. t'n #

r 6I1 Kz r- P, (W ) Srn4 (126)
nil n(44,)

The boundary conditions at the interface ensure the continuity of the

tangential components of E and I. In spherical coordinates, this trans-

lates into:

o? r) (129)

(x) H ) (r-C) (130)

where (1) refers to the sphere interior and (2) the exterior. The mix-

ture of terms in 17j and Z at f>rst glance makes it difficult to apply

the boundary conditions. However, by forming the appropriate linear

combinations of (81) - (86), the boundary conditions can be recast into

II

4
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an equivalent form for the Debye potentials. Define:

j (Sg 9 E9) +(131)

(SIN e) )+- H 0 (132)

He, 4 +-a(S INe 9 (133)

D = e - S ( ee.eE ) (134

Then the boundary conditions (127) - (130) become:
A '(r=o. )  A A(2)(r=a) (135)

V r-. (136)

C') Cr= C )  (137

D (r r - L) (138)

Note that: iVt) _"r r (139)

= : +iTs (140)

The ouantities A and C remove r 1  and B and D remove rri,. The decoupled

equations then result in boundary conditions on the Debye potentials.

Substituting (81) - (86) into (131) - (134) yields:

rA =r T5 (141)

rB Cos + S I A 0 ~-~ T I A/ 9 9 (rl (142)

rC COSG 3 .L- 9 (143)

rD~ COS aA IY4~ no 44)

For equation (135) - (138) to be valid for all e, 0 on the coordinate

surface, r a, requires the various bracketed arguments in (141) -

(144) to be equivalent between regions (1) and (2). Thus:rr ,, " r . a-a.(rr (145) Nt
r: (146)

r r 2r, (147)

I%
K2 Z
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Now, using (139) and (140):

-a rJ -F (149)

2r 2 a r 2 (150)

Equations (149) - (152) are the required boundary conditions on the

Debye potentials. Substitute (121), (123), and (125) into (151):

K -

(X%& p ( Coscsh ~ MN1 ((foecs

Since all terms in the series expansion are 1linearly independent of each

other for each value of n and for all 0, ; then the corresponding terms

in the series must be ecual:

The auantity can be reduced by using equations (37), (39), and,

recalling that the frequency of an electromagnetic wave is unchanged in

traversing the interface:

K~
7 r-z '-.j -r, "Y- - -

• -,. F. I  - yl I #,l " 2.

Applying similar arguments to the remaining boundary condition yields a
K, KO

term of the form: m 2 M

The four bourndary conditions then become:

C- E Y,,' 0a) m n Kz1-] (153)mn(ia (155) j 7

This set of equations uniquely determines the coefficients an, bn, Cn -i-

44 -__ Ij rLhi set of eqain unqeydtrie h ofiinsa I



and d n However, only those corresponding to the scattered wave are

imortant here. Define the following parameters:

C= 2,fl Zlr mo(@ = AA  2 m- (157)

where A, is the vacuum wavelength.

The quantityoc is called the dimensionless size parameter. Solve

for c, from (155) and use the result in (153). Also solve for dn from

(156) and use the value in (154). Wle obtain:

b ., - (160)

All the field vectors are now un-Iquejly described given the lcowm

parameters m and*4. This data enables the coefficients a , bn, c, and

d to be computed and thei- potentils determined. 7Lnally, the vectors

are obtained from (S1) - (36). The formal solution is complete.

Practical light scattering observations are performed in the far field,

or wave zone. T'is condition is such that 12 r > n .Ahere n is the

Ricatti-3essel functIon's order parameter. In thl.s aproximation, the

~revious relations become sim-pler. The asymptotic e:xamsion of the

:ike function becomes I]:

= i(162)

The fields become transverse due to the radial component decay as

,/r)2 compared to the (A/r) dep.endence for the ncn-radial components.

7inally, using (Ci) - (86) with (125), (126) and (161), (162) for the

scattered wavle only ( L ie ,(k 2
r' ) tends to zero for large :2 r with re-

s'.ect to l(h 2 r) as does 9W) yields:
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- X . SIAI 9 S1 (9) 163)

,:here the =-!itude f'uncticns .re:

S,~~e)= IJ 15

a:d the _.ular functions are:

C~CoS e) __ .4 P6' ose) (,1)

--he energy flow in the scattered wave can be calculated by using

o:.ting' s theorem:

S- (169)

,n..ere reeresents the complex conjugate of the cua.tity. The intensity

Panction is defined as follows:

Isce)) (170)

The intensity of the scattered radiation for unit incident intensity

polarized in the and G direction are:

(171)

= iote that the intensity decays as 1/r2 as it should for this spherically

spreading wave. The scattering plane is defined as that w!ane ,hich

contains the incident direction and the direction of the scattered wave

(e,0). Then i 1 is the wave perpendicular to the plane and J2 is the

,ave parallel to it. The phase relation between Eexnd 9rbeing arbi-

trary is the condition that defines ai elliptically polarized wave. In-

uiti vely, one car. think of each nolarized component comng from that

direction as being inherent Lin ..e incident 'iave. Therefore, the T is
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caused by an incident zave of intensity cOS 0;o-arized 7are2Jel to

the scattering plane.

The phase difference that exists between these two parts o: the

scatering ::ave is

Re(S,)I,,(S) - Re (S1 ) L,, (51,)

R e (s,) Re(SZ) , (S,)IM (S) (173)
U olarizedincident light,- gives rise to a scattered bea of intensity:

8irz 0 1(174)

w-ith degree of polarization given by:
P = 175 (vs

7-1rc, e scattering ze in s-ace to be the yz-n.s ne, all ob-

servations by definition ta:e place in the scatterizz I ane. The in

cident electric vector has its direction i the -olane at an an;geX

to the y-azis. Thie x-axis is designated vertical and the yz-pluane

horizontal. This is sho-rm Ln figure S. Thus, the vertical (V) and

horizontal ({) components of the intensity in the scattered uave for

unit incidence become:

4r (176)

S- .. C ):- jCos 2 (177)

The Stokes narameters are:

S0 ,j(5A Z X* M2  c X) (179)

S~I r & svX - i2  eo x~zC) (179)

SN Ccj X S//AIX
Men discussing cross sections, one is speaking of the aac nt of

area that the particle effectively presents tc the incident bear by its

ability to spread out the incident energy. The complex index of

1* 47
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refraction includes absorption as well as scattering. Define the ex-

tinction cross section as the sum of the cross sections for scattering

-and absorption:

Fk ryt Ma + Crcd.S (182)
By integrating the real part of the time averaged Poynting vector for

the total ext .nal field:

- (E+ES) XH S) (183)

the total outward I ow of energy is obtained. For unit incident energy,

the various energy losses represented by the integral resulting from

above are the desired cross sections:

17°so°- -. j (084)

0.t(?n+ 1) .Re(CL. + n) (185)1

The efficiency factor is defined as the cross section Der unit

geometrical area (fa of the particle:
0_9

f -IV (186)
Terms of the form X e co - Thus:

air becme since vC =~~,
(2.nl) JC~nIL+IbI23(187)

Note that and 0" are independent of the state of polarization of

the incident wave.

Kerker et a!.., gives an excellent review of the difficulties

involved in the numerical computation of the previously listed scattering
functions. The functions needed to be evaluated are an., bn, n' n

Some discussion of the equations is given in the Appendix. 7j
Using approximations for small arguments, the fourth Dower law

attributed to Rayleigh scattering can be directly obtained. The first

three scattering coefficients are:
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/At /n1:9II~
plus terms in higher powers of For the Rayleigh criteriona4<1,

only a1 contributes. From the Appendix:

IT, (c.o5 G) (192)

S(CoS Cs G(193)

S(165), (166): SfnI= o0, a - ( coS 9)

: 17 ] "£0 a,I

aICos'e
Fior unpolarized incident light, for example, sunlight;

(1 74): 2. " _s

Tq 2

(157): ~rLz~ ( 2 iIrL~ 1 (4cL

T.is equation accurately predicts the blue sky phenomenon as the shorter

wavelengths scatter much more than the other visible wavelengths in

daylight. Equation (175) yields the observed degree of polarization:

-I 14.11 COS10-., i4" 0- o.., C-os•6

P% -os - 9 (195)
1 +os% 0

A plot of this function on a polar graph indicates a maximum of 1,

complete polarization, at a scattering angle of 90.  This has long been

observed in the day sky. The error associated with the truncation after

n 1 1 is 5% if a/, is kept 4< 0.05. This limit is the required Rayleigh

criterion.
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The cross sections and efficiencies represented by equations (184)-

(188) give the total integrated differential cross section with the

integral formed over the entire solid angle sphere about the particle.

The differential cross section is:

_ a(196)

where: - number of photons scattered into a solid angle per unit

time per particle

- number of photons crossing a unit area per unit time

d. - SLne d9 , the differential solid angle

The intensity is obtained by multipl.ng the number of photons at fre-

quency ) by Planck's constant, h, as h) is the energy per photon.

h b.b2 10 e /s (197)

As written, eauation (196) describes a scattered energy per incident

intensity. The scattered energy becomes a scattered intensity when

divided by the distance to the observation point, squared, for then the

solid angle becomes the subtended area.

dA rZ dn-. (198)

Utilizing the above, d r

L (1099)

where di represents the scattered intensity over dA per unit incident

intensity. Tht. equations describing such an intensity, (171) and (172),

may be cast in the form:

j ~ (200)

where C os or si

L ( = ioc, e) # o "r C

51
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I ia the dI per urnit intensi ty

Thus: d- ~im~e % 21

Thius equation, when integrated over all anglesa0,Pf yields the cross

section given in equations (184) and (185). Hereafterte~o

mean dO'/da. as defined by (201). This is in keeping wiith the ncot.ation in

the literature.

ZqA- L* -3,)5 0' (202)

This area renresents the scattered energy -per pariticle per - It intensity.

The theory may now be extended to mult I partic-4-le systk-ems jitn the

addition of the follov4ig definti ons. Let n be the tLot;.a? nunber of4

particles in a region of differentiable -vollume, cross-sectiLon-al area and

extent given "by dV, dA,. and -:x respectively.

L TMen:

CiV - CxdIj (2-03)

an d n 1:d' :dxdA (204)1

tznere -particle number density

Assune the scatt-%ering- to be --*-coherent amongr the ,articles * Then

the total tY oz all 1the uarticles is Just

Where -scattered energy, per u itint'ensit for ora s zi i

Th ecutof inteansity scattere-d into dA is thc sca~ttered energy

divided by dA.

d n scattered inte"-nsity 1206"
unit ar2V incidlent itemsity

Anothler useful naranetLe? is iescattering coeff-Pici;en-t:

- scttering intensity(2)
incid---t intnsity-path length
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re :e:at 3n1 is t by ;ate ~ce~radation.-1

the above ectuations: I
( 84x = 0- -q NdxdA

dA A

__ ~' the -'-s o' he radiation e1cana

rad-4-Us A6*-n 'V- be on33ztent- -. tIz~ tI:le -".'erSV,=G, Z- :Ts ze

ass4  ci- to the articli radi1us. 'Us ng the i U ct - hreeit

0- o scatt-erir;- centers each described by ::(r-7 then the

A' A ,r is cA(r) 2r

The a~ntt ---(r) My be =_ritten as:

d-

-here ~ s the partaI e n'n~ ~ ~ -- ce radi.us. n

.8 .(' 1 (3 OU

e L. te ..ouer an±u=_er =ai -1i!its 1e an 2 e-'c

have ~ 3 - c a ~ (cIM~dr(212)
In the case o7f t hn/ 3 e the ext. ic~~ cc 47ient

for a volume of scatttering partic-I es defined by d*1 and e--ation ( 212)

vould renresent the total2 energy loss by an incident beam~ passing

through a volune of' depth dx. _Assuning an x(path length)l dependene

for d' then the arout of intensity lost zer- unit incident iter,-1

si;ty is:

e~p (214)
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where Iis the incident intensity to the volume at x-0. This last e-

quation is known as Bouguer's law. [23 It describes the degradation of

the incident beam as it traverses a material path. In order to express

the scattered intensity into a solid angle dfA,we recall that the in-

tensity scattered per particle into solid angle da was given by equation

(200). Let the parameter r in that equation be replaced by R as r now

describes the particle radius.

(215)

As before, the number of particles in the cell, 7, applied to equation

(215) yields the total scattered intensity per unit radii per volume;

then, for all particles of radius r between rI and r2 :

XL (216)

For unpolarized radiation:

+ i, (217)

where i and i2 are givell by equations (165) - (168) and (170). For the

polarized radiation:

S NCOS (218)

Equations (212) and (216) are the specific results of the theory

used to investigate aerosol parameters and will be discussed in the next

two sections of this paper. First, some comments on the collective

scattering phenomenon are in order. It is well known that the more

ordered the scattering centers become, the more coherent the scattering

due to the phase relations between sites. [83 This leads to a reduced

backscatter ith corresponding increase in forward scattering. In

crystalline substances, there is essentially no backscatter, when off-
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resonance; and the incident beam merely undergoes propagation velocity

changes. The conditicn met by a gas at atmospheric pressure or less,

where the number density is low on a radiation wavelength scale, ensures

that the scattering is incoherent, allowing the summing of intensities

from all the scattering centers. The Mlie theory for a collection of

particles requires a random d.lstribution of scattering sites to achieve

this incoherent intensity accumulation. Quantitatively, the near-field

interactions between the particle may be ingored if the average distance

between sites is at least ten times their radius. This criterion is

satisfied even for very dense fogs and the independent scattering model

computations are valid for practical tropospheric scattering. However,

significant number densities wil lead to a large flux of previously

scattered light in the region and add multiple scattering effects to the

received signal. A quick check on the validity of the single scatterer

model is to verify linearity between the observed effects, 1 and/S, and
the number density of scattering particles. If the relation is non-

linear, one must suspect the existance of coherent and/or multiple

scattering. Alternatively, if the relationship is linear, it is certain

that the independent, single scattering conditions are present. A

measure of this condition may be obtained from eauation (214). C Let:

- s)d 5  (219)

be the optical depth of the medium, then:

0 (220)

The conditions are:

"k < 0.1 (transmission90%) - single scattering predominates

- '3 ( < 0.3 (transmission 75 to 95%) - multiple scattering

effects may be removed via correction to the o 5_
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single scatter model

O.3,779 (transmission <75%) - the complete, non-ana-

lytic, approximate multiple scattering theory

applies

Virtually all aerosols in the troposphere satisfy the first criterion.

The literature abounds with material containing graphs of the lie

scattering functions for many specific cases. The Appendix outlines one

such case for a specified set of condii sl. However, some general

information can be reduced from this plethora of data. The amount of

forward scattering is about equal to that of the backscaterng at a

size parameter (ce) equal to 0.01. As is increased, the amount of for-

ward scattering also increases "ith a like decrease in the backscatter.

Ata- 1, the forward scatter is on the order of 100 times that of the

T ackscatter. increasingod still further, there exists a unique scattering h

maximum with the existence of smaller subsequent maxina and minima.

The scattering function increases smoothly aseq (Rayleigh) up until *e-

- 0.5. Thereafter, the structure is highly dependent on the complex

index of refraction. The large oscillations Ln the behavior as*4 is

varied become smoothed as the absorption index increases. As the num-

ber density, as a function of the particle radius, takes on more of a

tailed structure, there is a further smoothing in the scattering

functions as small differences tend to be averaged out. Conceptually,

one has at hand either an actual particle distribution or a specified

model of such.
Given 11(r), for each r, ie can compute the required i awo) -nd sum

r
the total intensities using :1(r) as a wihngdistribution. This
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total !*A,) then appears as te smoothled function.

Likce the scattering f uncti on p)ubli cations, there are a0.so a l.argejFI
quantity of a-nalytical number distribution models in use. Te ve rifI-

cainand arr.ication of those models hAas been- the primary nurnose of

much of th-e aerosol =:er-Ments conducted in the -past 20 years, and the

::r:is continuing today. As cor-iuters becom-.e faster, real tinie iver-

sion anal',s : is Ill lead to a more accurate determination of the true"'
rum U:er as4r- tios Two such models3 shall-" be .3entioned here Some

natural- aerosolo mayr be -'escribed itat:c rmeef-cto- tlzn

a mu~ilct cln coefficient, c, =ad a sha:"'-Ing:fn-: as

:~rsenedby :ne ;

'r) ( 221)

~r 7r sas -re'vious--y defin ed in (210) and 9May, 0.., fro aoutv

2. 2 tVo 4.C, -,"s an example, for siliceates in- the 0,1/4m to i00smragef,

one may use: : OOn J e

Anlother sucha model is in rea.ity a set of models that includes the JU1a

model as a special case. Deirmendjian [4] has p-ro-oosed:

aCr P-x (222)

(note: the a< used here is different from the size parameter.) The

versatility o A this approach is the -resence of four adjustable parameters

(aae', b, Y) allowing for a wide range of exp)eri'Mental data t'o be fitted.

Three specific cases of th-is model are:

Haze C (continental): P

iiazc (maritime) : -re-
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Ilost of the other !nroi:osed model distribuations util-*7ize some fora o-7

equation (222) as their ba-sis and canned routines for the*io*r com'xzter

rnodelin4-1 are read-i y available.

Tio o th i her effects th at have been omi-tted in -,-e -.resei, t heryae

TDon,-ler shifts and ~r~ nscattering Te -reserice ofraco

(t=ma!) acouv.s tic wav es in an a-'s~er c cel, wi , - ach a dfegr ee of

order -.hereby 3r 4 U*-'oui scattering of the incident wave can occur o--."-

of the resultatnt den~sity fluctuations. ioeethis eff'ect is a x t"LM .

wa1: for g7aseous materials anOd thle dezree of coheCrence added to t.e

Astructure of th*le vas is generaly undetectabl e. Similary, ths otion

of th-e g-as wai-:. cause D-o-,- er 'broadenin- off tho wavelengthL, of the inm-

c id e n radiation adding3 to tha, natuaral1 line tit of thc Gsourceo :IenI or the shar-est sources, lasers, th-e natr -ne-idth -re on the

order of-: several . Zhcroas, for alm.ost a!-- at.Mos-heric- conditions.
I the ex)e cted 'Do-r.er shi'ts are on the order of: a fe eAh o lz

Therefore, the shift is generally lost in th e nat- a I liewJid' and the

relativ.e motion between the detector and the atmospheric cel-- may be

neglected.

III. LIDAR

ITh'-e so-chistication of the laser systems avail able today, coupled

Iwith the feast computer processing that can cheaply be obtained, has

singled out the laser radar, LIDAIR, system for increased use as a tropo-

spheric experimental device. The LIDAR1 should have the ability to per-
-A

form a wavelength scan with selectable bandwidth receivers, It is the

atmospoheric attenuation of the laser pulse and the introduction of
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random phase and ampitude changes that combine to form the scattered

pulse, or echo. The subsequent inversion of this data then allows the

exDerimenter to assess the optical characteristics of the atmosphere

on a real-time basis. ith the system geared to perform azimuthal and

elevation scanning as well as range gating, one can then map out the

atmospheric optical behaviour within the visible hemisphere. The two

most important atmospheric parameters to be considered for a pulsed

LIDAR system are the extinction and scattering coefficients. The total

extinction coefficient may be written:

0(3 13 M + , /'3A 3a (223)

where R - Rayleigh (molecular) scattering

M - Mie (aerosol + other) scattering

A - Molecular and Aerosol absorption

0 - Other processes (Ranan, fluorescence, etc)

The other processes taken together are typically two or more orders of

magnitude weaker than the Rayleigh effect and tend to get lost in the

signal noise.

Rayleigh scattering is obtained from the Mie solution assumingo<<1;

using equations (184) and (189) - (191):

;1." . -I 2. G
UtLSOr - 3 (U )Irnl+l0 (224)

Rayleigh scattering for air molecules assumes m is real and m1eI;

3 q (225)

a3,

where V (4/3)ra the volume of one molecule. Let Ns  1/V, the

molecular number density, then:

813 ------- (226)

5
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where u- (6+39)/(6-7S), the depolarization factor, required (227)

to account for the anisotropy of air molecules, for ,,hich d'-0.035. [2

The quantity

T O.OoO7I (+O.93Z COS ) (228)

also accounts for the anisotropy. Let ( be the air molecule number

density (vice I), then:

-3  1 (229)

where it is assumed all air molecules have approximately the same radius

of 10-4 m.

The ,ie extinction coefficient is dependent on p)article radius

through equation (212) whose only unknown is dI(r)/dr. The unique sharp

wavelength feature of the LIDAR allows one to work wel away from the

characteristic absorption lines of the sample. Conversely, it also

allows one to type the scatterer composition. For example: L

Laser 1: Xlon an absorption (resonance) line of a particular

species;
132 /3, ,.., (230)

where 0 is the resonant absorption extinction coefficient which is

strongly dependent on 70tith tabulatedA' and

/ / (231)

The f4is the number density of the species. -

Laser 2: just off the resonance;

(3* P 3 rn 2 (3, (232)

Due to the relatively week Z dependence for PIL t3 ,[ A
/ (233) -

-A
For an analysis cell a distance R away:

-IS
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(214) 0 (M AN:
and back at the receiver:

I(R'lot e 0t3(S)dsL
Then: (235)

Thu, te 01 or heparticular species may, in principle, be found from

this equation using the inversion techniques outlined in the next section.

L Flor the typical magitudes of the considered cross sections, see 'able UI.

TABLE II

2'Oroces (f(cm. /ster)-

Mie i0o27 to 10-

Rayleigh 1 C-27

Raman 1o0- to 102

Resonance Raman 107-23

a performacecequatio

ifnereby tbo system charactVeristics and the appropriate atmospheric para- 1

pulsed LIDAR operating in monos.atiiD.Qe (receiver/transmitter co-located)

being used to analyze a specific atmospheric cell via -Is optical propc-

ertls. he roblm gomeryis outlined in figure 9. In "hi figure:

h, cell height

R - slant range to cell

rS1 -receiver solid angle

-transmitter solid angle

L - cell length "tgated"' via receiver or-time
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A - cell area seen by receiver

A, cell area seen by transmitter

The ±'olloiwing derivation shall consist of' counting phot ons a'. each

stage along the beam path; converting to intensities has been previously

discussed.

1. N, -number of' photons transmitted 1per pulse

I -photon ±'reaue~ncy (tranrsmitted)

-V energy per photon.

h- - energy -n' -ause

la- ser outnut 'noter

- Pu' se i~dth

Pt Yt(236)

2. Tor monostatic 11-D", tescatt erig ang-. s 0 grees (i'

f'or b-a- .catter. Assue tat all acliscattered 7:h-o+tons are recei-vedt:

Th.-e cel- vo Me is deter.mILned b? the *,.R t-ininm sequence C=.-3

V:Pa (23G)
The soli an- e: A/R 2

The'~" se~.idthcontrains the M=2:inum 3%,stem rc-soluti:,n b Ptn

i~n ,- n c el lcngth achleva}r' e:

Min (241)

uh-ero c is tc sreed offlih in the mLediu-1.

-his c ondito asu s that th as alreflecti-n- of-± the- ior ac

of' thcll does not it e rCero tn. -e -_sc o ref±'>oting j

re=r of .
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3. number C:ol tons =.caentz ol T-Ile cel::

-atomosn'ri :ticti;on coefi cient for tegiven.()

tC-rnsmitted

HL N 3 S (242)/

':owever, to account orean formin- recjuirements, assume anV o-,tical'

syst'Uem- efficiency of It: 9

N' -f- (t(s)dcts (243)

4. The backscattering coefficient may be eiedin accorcance 1
pi eouati on (212):

cr (M ( (1() M rl)r)

;here *C(i is the usual notation. This ecuati-On re,)resents the b-ack-

satee::i:::st De nt ;L :cidenT712-nsItz er unit sollic e

Ofo~ou ~ I
wt zatis t.nh zortic of tao m cdn fcea tht cellIs du a '0 tli

affced. aloe scges 1-(1)attered foortion issme T = T - ±

NS:J~JL1o- ((W4L

o_ fncfder-t~z gJr::z2~:

unes istha zrtcn ffit 'h. : sse -64U

affeted Th sca' ;ere -orti Onis T

H
NS= L I



Terieon indica-ites th-e number- of ',hotons --er soid en-le that ,,a,.e

Ceen bacikscatv -i--tered. Ccrb-J- -,*.U-O±2 243)' ani (24:)

KN, Pt1 ro(@ )L exp I- ,*csi (250)

5. ".1-3th echo must 'sass truhtesn ~~to aho ~

reunto t*.e re^ceiv,,er as itdid on its w.-aj to'.e celI. -o";ever, th;,e

extncio ~~'cintmaybedifeen, ,,due t iacuuation c

-rocesses Iie .anar- scatteri-ng, ' u scattern, Do=,,rshf

-nUMber Of 7ho tons at receiv~er M.:".rr

s ( l?,(). 251)

(23, (250): - Rr ~~

= t )L A,.exp(J[l ~ (S252)

6. he ~tialsyst-em -.,-. collect the echo hoosreceived at an.

efficie-ncy o.-'~ a nd convert, them to ar. electrical signal ;via a detector

.-.th a quantum efficiency Of? q:(23

where - number of znhotcns received and counted --er transmitted mle

due to backscattILer from the atmosrheric cell of interest.

I Thus: R24)1
Mr~~~~~~~~O 6) ____________________

-Is equation may be recast in the form of Litens.ities if the ;)hot.on-

-oorulation rceturned is large enuhthat individual photons nee,,A no t be

countIIed. Let D be the optical system aperature ( -) transmitter; D

receiver' then th e tent becomes

13



-PID

l~eiritng quaion(254):

It (256)
Thus, the important parameters for the LIDAR analysis of a-, atmosp~heri c

cell are the saatterer number densities and associated cross sections.

Fo ie ytem design, one has available the quantities I,., '

~~ ,1 D, Dr. and can select the values for .4 ,and R. If' one

assumes a slow moving target cell. then th;.e -ulse round trip time, tr2 is:x

tr 2 R/c. ( 257)

Thrus, one de ermines the ragR, Iy tu - -J. thr receiver otcs on a

t1ime, I,* after the pulse is emitted. L-1 order to avoid the problem oz-F

range amiguity, 14te radar, one must ensure that t1k be less than the

period betieen muses: -

tr < I/PRF (259)

w~here ?RF- - pulse rernetitbion frequency

The unambiguous rage limit may be written;

RU (Cdz?)/PRF (260)

TZ er: legh, ' is drined by the t;-ize that the receiver is turnedj

off again a tinebt after tr For the entire cell to be scanned, the

pulse must traverse L tice injAt:

(261)

w-id the receiver must be t urn.ed off at time:

t tr (262)

one can then select L and R by progr~ming a tI.,'-ing sequence for~t and
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t Finally, the interpulse period, T., which is a system deadtizMe be-t

tween pulses avail able for prcessing, becomes:

now one =easures Ir and 9rand applies ecuatlion (256) to determine theW2

desired nta-itie-s (*a(IT) and (3 (S). This inversion is covered in deta4 ' _

in the nextL section. 2Iote that wheen teaeuation fr from

(202) is used to replace thee~(m",?,re~i) in (244).. then equation (256)L

for I has the correct form as giv:.en by (216) f:or the SCatvtered

intensities.

Thus, a model has been constructed wAhereby the syst-em parameters are

sideration must be given to system noise. Dur~-ng the te tercie

gate is open, tC, the systen w-Il coll1ect, and count the background sky

ohotons as wel1 as the signaI. The continuous udark current" i he

detector yields an electrical noise as a result of daerk counts. These

counts arise from photoelectrons bei4ng emiteed from tedetector m-hoto-

cathode surface even ithoutk an illu-mination present.-1 Each of these

noise sources may be reduced by proper design oil the equipMe-nt and ex-

periment. i the case of a detector, its dark current, T~ is either

specified or -may be measured in the laboratory:

ID= NDeC, 64-1

Where IT nu nbe of dark counts uer secID
e - e:lectron charge per couznt

G- detector count4' gai-n

T1he number ofL dark counts detected as ParL of the retzun signalin a

time &t. is .iDA t and



(265)

Let B represent the background count rate such that 1T Bt is the au-

ber of background counts received per laser pulse. Assume a background

spectral brightness, WX, that accounts for all the natural and artificial

background sources. This UN represents a power density per solid angle

++h- 1n te background sky. Then:

(, iqr) W(266)

vhere b , ,D r - previously defined

F V - frequency of background photons (at?)

3 - receiver bandwith, center!ed about A

Let i.1 be the total number of noise counts per laser pulse; using

eau .ion (261) for Att

ZNn= ( /C)P1+N 5) (267) A

Due to the pulse repitition frequency, P17, the noise count rate:

* (268)(PRF) N
where 11 - noise count rate

S Me statistical nature of noise yields an effective ?R*!S noise count rate

Sof ' 11 The signal has a cotumt rate of:

+-|Sr = (PRF)Nr (269)

w-ehere S - count rate from signal echo alone
r

Thus, the total counting rate is:

k s~ PRF(NriN) (270)

Taking the Ri-IS of the signal plus noise, one can form the signal-to-

noise ratio:

S/N 5r (271)

Assuming a one second time averaging: 5
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siN - ,r/~272)

If the noise average, N is not accurately measured, the J is replaced

by 2:1 (measured) in the above equation. T7ote that:

1. N H 0 => (S/V)o - ) (273)

2. N n N r( (S/N)*/IV? (274)

Therefore, the S/IN ?R? and by increasing PPR, one increases the signal-

to-noise ratio. owever, via auation (26C), the unambig.zous range de-

creases faster than the increase in S/N. Since a large S/:1 is desired

with good range resolution, one selects a detector with a low ID(:D) and

designs the system for low background reception ("). If the time aver-

agi-, had been pororted over a p.eriod of ?secends such that T T,

pulses had been tranrsmittod =,n receiv:ed:

S/N =Nr/lRr+Nn
' r ION' +' Nn (275(25

or, ..... euations (265)-(26'%, and (275):

N - ,2_._r/___ -76N

of '" su o ane( (254) leats one to some :encra_

.n o .e C:11-- caloo2,;

1. One desires a I_'o,! detector T , a-.- a hi-r-1 .

for tl- ch.oic,- of' a laser.

3. dcnG L reduces '.hc noise vs wa:ll, butb tae tr.svze _ "

average " ower, the 7PF must be lowered nd the effoct in V/7 is 0-1,j

as comaxed to the decrease an_ d incrase, incr'asing-.

In general, high power/lo, 2'P yields a better 3/U thai a low '-ouer/

igh 2R2 .
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4. A 1l~requires a lower Ibeam divergence at tiio transinitteor

and an. o,)ti-*ce. matchaing between the receiver and the echo bean pattern

(another laser ca )abrlity).

5. Wihout any noise, t ere still exists a Iint (3/

I -re-oresent s the "tshot noise" statistical nature of the signal:. It mustZ be

K erp'Isized that o12! thie cuantities i ecu ation (276) re'nresent thec mean

6.7f Nr4e Nn ~ SIN '-.'h(277)

(moleculae (aerosol), scatterin;. 6i es' =1

s''10- cma

6=> '1O cm

R 10 C3 M

Thus, the ac~~~~h~~ ic of ( to c total @r is on teod:oc~~~r

contian any cvuantitatiVe moasurenment must ta~e inlto a1ccoIUntI 'cot>1 theI

aooland -o ec-ulr sttrn.Teu2bitis deied as '.1e rati

of the t.otal scatteringc intansit.y to theRalec scattering inteonsit.y:

5one rescC-rechers attemai"t the :neasureiment o-f tQhis auantityr indel)endent of~

the .ntensi ty, th.'en use th:e result %Io &eduice th.e aeroso± l- Anote

metod ssucs hatthe aerosol concent-zatio ab'A a c1ri 'e4 g In

(e.C. > 30 k)is sufficiently low: to allox;i it to-, b1e nlco.Then

170 4
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OMczation (25 6):

R 0-,(rr)(2'0)

-:Xt, one com:mutes g from (256) assumin, h condlitions of the j. "I.

SZtandard Atzaos-,here and equation (226). This is the exaoected echo

-,intlensitV due to molecular scattering alone. T1he ratio between the mear-

sured L and the e.xpectved yields a scale factor, b, that corrects the

standard atmospohere for the local con~ditions. Usin.- this factor, one

assumes a density distribution for th.-e local atmo~nhere the swme as thlat

for the st-mndard and com-outes the e:xoected valu of a tecol

location. This i-ntensity is then scalIed using b. The measured value of

I, is then corrected for this I3(b) and the result becomes I,,, th.e I.ie
a.R

intensity:

LM LT %R(21

2or other means of separating the molecular and aerosol intensities from

ameasur ement, the reader is referred to the workbyiaet .LJ

This Rayleigh -atmosphere assumption is the starting point for the in'-

version process.

The S-tsn.-ard Atmosphlere may be represented via the following equations:

te,,_-aweT*F =Sq51- 0.00351 (o /t~~ (22)

pressure p(O.+r&= 1.022. -x(qI~&(~th~ 23)

4 Ilass densi~y 0,Wo.5ep P(i-3.3 (284)
(slugs/ft)

whore h may vary from 0 to 37,000 feet.E3J The more precise form for

these relations are also represented as canned computer routines.

The critical t erm in equation (256) is the P~qj(frr~where the sub-

script IM refers to the aerosol distribution alone. The extinction cor:-

ponent in. the exponent# of e in this equation represents the scattering

71
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and absorption cross sections integrated over the entire 4ff steradian

sphere. If one assumes some representative model for the aerosol dis-

tribution, as was done for the Rayleigh case, then the only un/ notm in

(256) is d,(rl). The two averaging processes, integrating aver 41f and

integrating along the path R, reduces the sensitivity of the exponential

term in (256) on the actual aerosol distribution. After completing the

inversion process, one may input the best estimate for this distribution

into the exponential term in (256) and then repeat the inversion. How-

ever, the processing time involved may prove to be the final constraint.

The LIDAR experiment yields the scattered Iie intensity from the

aerosol population in the analyzed atmospheric cell as a function of

the pre-selected parpmeters at the laser (e.g. wavelength and polarization

scanning). With this data as input, the system is prepared to perform

the inversion routine. Some computational needs are reduced for the case

of laser backscatter as the scattering angle remains fixed at 180 degrees.

This backscattering condition simplifies several calculations as out-

lined in the Appendix.
iAN

The assumption made throughout this paper implies that the experi-

menter need only apply the exact Mie theory to his observations and per-

form a simple data inversion to discern the aerosol properties of

interest. However, this inversion is by no -means simple. Aerosol prop-

erties may be separated into two distinct catagories, The first con-

siders those parameters that are explicit in the previously defined

scattering functions; i.e., spherical aerosols, aerosol sizes, low
•X

72

A

4:
A Q.~

- ::- -:-WMOOiMi -aw



-V

number densities, and the relative indices of refraction. Then there

are those aerosol characteristics that require some approximations (in

many cases, severe ones) to the theory; i.e., non-spherical shapes,

anisotropy of the shapes ith respect to the scattering plane, and high

number densities leading to multiple scattering effects. The first few

LIDAR experiments investigated the actual aerosol ranges for these para-

meters. They found that in excess of 90% of the real aerosols studied,

± s'herically symmetric single scattering theory was valid under favor-

S- mosnheric conditions. These conditions require the absence of

'use water clouds in the atmospheric cell and a depolarization of the

incident beam limited to a maximum of 2%, with 1.o5% of less actually

measured.C3] In the following analysis, these favorable conditions

,ill be assumed, as will the requirements of single particle scattering.

These conditions are enhanced by the common field of view shared by the

LIDAR transmitter and receiver.

Recall equation (216) for the scattered intensity a distance R away

from a cell contaLing an aerosol population described by d:/dr witht

radii limits r to r 2 : /dN(r)

(216) (M IC< W9 d r

The first simplification is to replace the particle radii continuum ith

a set of distinct particle classes each with a characteristic radius,

number density and complex index of refraction. Thus:

N,, Nz, , 0, (285)

here m. - jth particle refractive index

r. th particle radius
th

jparticle number density
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~~~Zi7- -at

X incident radiation wravelength

9 d- scatterig an-'les

The large number of unknouns that need to be do termied will ensure

nozn-*unioue inverted solution from the li1mited samjle of observations-a-

2 vail able. Thre is also the added dif-fculty of variance in the suz-

posedly Icno=~ data whose uncertainties at best gen~rate unbounded noise

Linthefinl rsuls. herfor, smeattempt must be made at reducing

th Ue initi;ally large number of urk.nouns.

The dependence of the intensity on the size parameter, has been

discussed -orevicu sly. Briefly, the non-monotoni1c fluctuations as C4

varied is te -11-l:e feature of the >!'ie thaeor', that enables the.

'process to be of t-ood use -n. tro- osnheric a~nalysis. * Thc-e ma:'Ima and,.

ma~a =9e reduced by, icreasing th fiejld of vter nd/or the trans.7.tter

badit. I is to I D.2. s ad'xrantarge, th-en, zo retain this comlex

Structure as a data :'il"ter. Zee the A.endiX for a san7-*e --1-t of

ie~ corexide:: of refracti',~ a a etiis'ersion rlto ~-

nyel.c~ngc~ M 'am. 2:'e -,*C_ T7T 'o exo7

Th ess th.an' 1~chang-e in tha -1-1e:C of refractfon 2s 4 ~Ca fr

dilcrcrei.The chaenge teab soz--Io n,, is e" en less S tucIs

inav c~c~c .a h lseso n i anced -1>e randonnSss

the arslize isrbio insuchi a r anne r as t-o alIiost negatLe this

.he vn:gular daeponcerice is a -re-s-.ecified s:t of conditions, es-pec-

iall;' for te ca-sC Of T. -1Aq bac!:scatter system. This s-ystem consists

of a hILnearl- 'ol arized tve undergoing on.-, backscatter obser-vation s.

~'saresult of these and si-ilar consi4d erations, one c.-n, reduce th.e

N7

NK

NA



numbher o--: unlkno-,ns drastilcally .,by mcking onily a fel.w sins-lJf-;.~

assuimitions. These have also been verified by telaboratory anal.y se-s

of-: iny aerosol sampies, natural and art-fi-Nl

L.iculd -.a'ler (22) ) index dispersion-; M (-w

r-,4 6. 6 1.342724

4.L71.5 1 .3 3 4 2

5460.'7 13 3/446.6

6562. 3 1 .31151

7C65.2 .I

Mi. TenaueI re Ues fo r m rax, fo 1.23 to 1.5 4 "a r:-c -

to te ronin air. :a~e.acof mes.s(:zi~Cts ay

rn z0 LO01 ~2'6)

_.S ass.nc "'a. .-C~ .. reacttn

tun e .. > the. -artic.e s radius an nber d~zt ;st

2., ~ cal n-:rc.aangaercszls in the r-o~eo r eci

ce re-,resontoc '3.; cistribuIticns contanin-g only a exaaneters *Th

izo" a.,t na.dorbton eeCtc aier anat.e "usual. goa.

-J1

T4 se' - : -;- nu __s.,_sa.

A~= ~



solve for the distributi'n fun-ctions gr nting that therc~rnei

nroperly considered. Therefore the -:areamet.Ier of pcrimary iterest is th.;e

scatterer number density.

Define the ilie Aunction, K~:Iand the -,article size distribution function, L~)
d r

Tscattering intensity, e-uation (216"), becomes:

I(~~) = J y (X,r)(rJ(2)

wihere x re-oresents th e set of user de--f*2ied! pa e.ers (73,~,, Xh
value ~ ~ ~ 4 "()i esrd h uniyi(x~r is conouted and the uncnoun

f(r) must be solv.ed fCor. TEhis relation is classified as a -Tedholm in- -

teg-al ecuation of the first kind. The kerne of th-Le equation is K(.-,r-)

and 1(x) represents the transform of f(r) utilizing t he stated kernel.

There exists onl'y a finite set of measurements-1, T(X), ove -hica the

inversio rayw be performed. Let th4 uarm re sn~ 'Ie

measurement of a set of -n observations:

The notation, has been introduced and Aill be used later in- the paper.

Th',e inversion process is by nature an =rstabl.e one anid this may easily be

demons zrated. 20 Define:

CN-r[() si Fr] dr(21

whee i= 1 2, .. n F=1, 2,3,..

and C is an arbitraryj constant. Letting r1  U^ and r2  IT i eqau ation.
(290):
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SF:(Xi,P :3 (x) + CfSin (F,) (vq r),r (2P,2)

3nethe sin(Fr) acts as a weighting funetion for tae kernel' on the

interval (O,'1), as F increases ithout bonthe second integral tends

toO0. Thus:

(293)
cls sFposibl by taigcoreeog.Yt h cizjfnto

One can. aoproximnate the transformed values of f -with -;he Dunction S, as

may be made arbitrarilay large aand

f~) P(r) + CsitnFr (29 4;

Aill transform as £ () wth litt- to no resemblance to f"r) f Or large

values of-r C. Therefore, one can. generate transforms thtccme as elose

to the desired values, g(X), vithin any desired accuracy as one may 1 ds 2

and still have no idea what the accuracy with respect to f(r) m.ay be.

The technicue used to remove this inrstabi4-lty is to recuiJre the ad-

dition of a constraining relation cn f(r) other than equation (290)".[

This may be done either e=Iicitly or inmpii cit'ly. The p~roper relation

=ust contain, the desired cualities of f(r) requiringg a high degree of

for f(r) generated by the inversion, the constraining relation will act

as a filter to obta:i the unique, or near-unique, so'u~n

Tepresence of measurement error in the g~.,larger than some

quadrature er-ror, allows the use of an ap-prop-it quadrature amtpro-:-

amation of the form:

for k intervals of th.e argument yand the w. are the cuadrata;re

ueighting coefficients w-ith i-ncrement's For- equation (290)1:
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3 w.. K N, r3) ri (296)
where i remresents a measurement and ja radii in--eral.

Define; for n measurements:

1. columni vector G: g, g(x 4 ) ,..,n 27

2. coefficient matrix A: a..- w. KX(x..) (298

-~j I.,... , k ; k radii intervals

3.coln vector N: .1. -\ fr) Ar. 29
3 J 3

Then, equation (296) may be uritten as a matrix multip lication.,:

G A: (300)

Tevalue ~ ersnsthe total number of particles p er unit volui me

uith radii between r.: ana r4 + Ar., as ccan beseen via (2MO):

-ad ( d 'L is conSidered constanit over the itra .It is 4. furter 1
assumed that the scatterizg functions have onl-,y sm-all: variations wt-
in each sub>-interval radii range.U

T'he nroblem has now been reduced to solving for the h unk-nouns i

Sgiven the (xn)cCmputed values in A and the n measuremnents iC

I t =ust be emp~hasized that a qua-drat:Lure approximation -Aill introduce

AT ~serious error in f(r) unless the quadrature weighting formula. is of an.

accuracy highr ti that of the expected measurement error. Letnf

betenumber of' independeant observatin maesch that n.4 n. if

~' then ima-y be solved for exactly:

(require A to be non-s-ig-a" ara)

vwhert I i a matri eouation represents the identity m-atrXix,

(300): ANG N & (Kv 33)

7 C1



where --rpresents the interpolated solution vector. IHowever,, iU 1k

< no then HI may be solved by Minimizing the square of the error (least.-

squares)

(require ATR be non-singular 11 A: transpose ofl A)

(30) (rA) AG (304)

this step) forms a tcouare matrix which may be inverted,
A

(A AR)-'A K (305)

That tis last equati*on actually minim izes the error may be visuali zed

by considering an. appropriate spatial. geometry Ahich contains th-e vector

G and the vector AN where $ 1. See figure 10. The vector GA is1 1~1

seen to be representative of the error vector between G and IUN'i a 7e

minimum error occurs when this error vector has th salt gntude,

thus:

(RN 1  *( -PN, =0(306)
(te*re-resents the vector dot odt)

A_
Then for 1nyU. in the range of _A, ine vector Mis still perpendi-cula

to it:

Writing the dot product as a matrix mltiplication requires:

-r A

(AG-AA ) 0 (3-C9)Z

Tn 0 since it represents any 'N vector in the range, th~us:

(304) A A N - AJ
I the ..ork that follows, when .riti.:ng the inverse miatrix A , i Ue

matrix is not sauare, the quantity (A~ Vis implied.

The procedure as indicated by equations (303) and (3'015) are iJn large

V -~ -A-

- -~- "-X
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unsuccessfuh2. as they do not contain the constrain Lmg criterin.ae

Durther norob2.ems concern the size of' ko
ATY

I Small. k: th-e vector ::does not accaratolY r-epresenl: d;ue [l
to the r. set sparsity ana,'or t~he crudeness of 4.e 15drtue

A2 arge k:;h ccnuonens cf ~eo nocltr e-

haic r 'e~cive -F, and, t*-' "o e - '- n"t z b -- o- -'r- c, arl-

sen-sitive to =round cf'f'err

.s smensitAv1, -fL-- et .i C.ac~n- -

cond(R) =JIj jI-'j
,2:re : o=-- ofa =_t=

~IS no-rm of' a Zatrin- fa -e=f'~d in e; n ~t~ :~

roon ~h desir of' te use:* ;c gn.-L zci'cas-c

IRI~= ~ c~cdi : rnil&'fr L8Lf7JSflm

-cause .. nu CPee- ue and. c~- -a least : aC:_ac

.~o:evrt-e test is t*he =aanlituide Om.hcn~, i are hnti

--%'ing,-i mu-s then be xap--ied to A. ":ote, for the identity%. =,atrix,

cond(1) =1;

Cond (A) >. I

since A1 must exis*-. Other properties of' the nr--r are:

ETI



I I 0 (315)

A [A~I~Sil (3.> o onda. rnum~er- (317)

11 A 1(31iA1 )9

PI~lR = oI6I ~o (319)

The cond(A) is most useful in bounding the error expected In the comvuted

solut 4 - and relating this error to the rmagnitudte of the residuals.

AX =3(320)

here - eact so-_tion vector
A

- approximate solution rector

B-vectOr of hnot. oan-t

A ' - ouerator matrix

Teresidua--s =re:

B A X (321)

J,!er . - residue vector

A
and: 2X-X (322)

Then: P. (323)

usl "ng 7 by invertbing equation (323) Pn td e norm .relations J ( ,

orio - .. n cor -a te t.ae cor.(A) as an error nicasure:

.o d(') I~l I i(A) (32) F
A

Therefore, the relaetive error in 1C, contained in 7, cu. be as great as

the relative ro'iduaJ tines thae cond(A) and as sa:.l as this sare ro-

sidual divided by cond(A). For large cond(A), te resid l :ieids i bt-e

I to no information on the accuracy in X. Ecuations (320)-(323) may be

used to define o-." erative im-rovement .o.,t" (i7).

32
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A A
1 . c o m -ut e " b y X z A -I B " ( 3

(321) 2. compute R by R - AX
3. comute ! by 2-AR (326)

4. correct b X 3 + X (327)

Vf the system matrix A has errors in its coefficients, the system

may then become ill-conditioned even if the residuals are small.
A

A A 4: ([326)

.here A - true coefficients

H - error in coefficients

The ecuation actually being solved is:

Then, analogous to (324):

Ix- JA

-9The relative error in the residual can then be no larger than the rela-

tive error in the coefficients in A times the cond(A).

Finually, an approximatc accuracy check may be obtained f.-om [53:

ifjori S(31)

then X is probably correct to p digits.

Equation (300) is assumed to be accurate within a small measurement M!

error and ecuations (303) and (305) are considered insufficient to

remove the inversion instability. There are several techniques avail-

able to remove thses instabilities of which three will be briefly

covered.

The first method attempts to smooth the instabilities by one of tw;

means. Define: 0

S3
-I

- ~ - 's

T-& )T- -- rR



where u(N) - the smoothing measure (a number)

S', > 0, numbers

N0 - a priori information function, vector

B - matrix describing some desirable smoothing of :1

(G - AJ (C-A!U) - a measure of the accuracy with which U satis-

fies equation (300)

(N - N0 ) (N - I ) - a measure of the departure of N from the

expected N0

(3,11) (BN) - a value that measures the departure of T from ideal

smoothness (2!! = 0) 1

The smoothing technique involves the minimizing of u(N). Some matrix

differentiation rules will be needed C :

16 ZX(3)

A (334)

.AT-r 
(335)

where X, Y, Z, are vectors and A is a matrix, all of the proper dimensions

such that the indicated products are defined.

Condition 1: 0; requires a priori knowledge, Noe

(332): u,(N): y(N) ,, ) (336

where %(N) (G-AN)(&G-AN )  37

The required condition is:

U N (339)

Utilizing (3.-( 335); where I is the identity mat.ix:

T -ZA c& -AN) (340)
dv' I - o(34)

A(

__2__
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Use (340) and (341) in (339):
A

N (1  ,1 -( G Y . (342)

This is the required solution to equation (300) given the constraint

function .N0  "ote that, by setting = 0, one obtains equation (305).

Since the multiplier, , , represents the difference magnitude between TI

and +, one might expect to use the estimated error, (331), as a first

guess at ,

Condition 2: Y, 0; requires no pre-conceived solution.

(332): L (N~) = Y0 (N) + Y2, Y.2 (N) (343)j

where ' - as before (337)

yZ (N)= (13N) kB8N) (44

The most common selection for B requires the solution to be smooth

through the second derivative. in difference ecuation form:

NJ N ( rj) (345)
, drj, - j, - r (346)

Njj N+ N I NtNiiNN .. =_C • - •
-i A -r rj.1-rj --drj ~rj4.i A /

Assume equally spaced quadrature points:

rs + ) (rL- 0,) ()

rj rj I - rj = -r, = r(34+9)

Note that Ar. is independent of j. Thus:

N3~~- ri~2~ + Ni 1
Since only the coefficients of '. are important, ignore the 1/A r scale

factor and write: r4

-a 1)(351)

~ ,

R-- -
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or Bil (352)

in matrix form uhere 3 is a (k)x(k) matrix defined as:

1 -2 1 0 ... 0 0 0

o 1 -2 1 ... 0 0 0

0 o o -2 ... 0 0 0

:IA0 0 0 1 .. 0 0 0 (~

lB: * * 0 0 1 -2 1

*e C 0 0 .. 0 -2

0 0 0 0 0 0 1

_4

The vector 31' is thus the discrete analog ofl the second derivative of the

A ~urnoin vector .. O-ther forms for 3 may be used, notably referenceDO

As before, the ccnstraint, shall be to mi-niMize the quantity u (G) in. an

effort to achi-.ve th;e sMoothest functi;on :1 with a mini2MUm of errclr in C:

U(V) zmrinirmum => f.L~)Iz 354)

and A Y2  BBN(35

_ow, (340) and (355) in (354): I
(AA+ (38 056)I

This is the required solution to (300 which satisfies the constraints

outlined above. Again,2 setting 0 yields (305). A ecent work

into this marticulex solution has yielded cons iderations for the choi;ce

of E2] If the factor XZ is too small, the instabilities are not

removed from the finlal solution. And if chosen too large, the system

A ~becomes overoor strained and indenendent of thae measurements. The best

S86
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choice appears to be v 10 - 4 and should be so chosen until further

efforts provide a better choice.

Both solutions via this technique and the results from the next

method may be improved in the iterative fashion as outlined in ecuations

(321), (325)-(327); IIA. The algorithm: g

(initial estimate) 1. obtain (I by (342), (356), or (366)

(mth residual) 2. R(m) G - (m) ()57)

(Mth error estimate) 3. AE m)  =m ) A-1  1356)

(new estimate) 4. :(m+l) '(4) + (i) (359)

(test) 5. is l < some small positive number J?

no: m m + 1, go to step 2.

yes: done, the solution is to an accuracy on the order

o orde

The next method involves the computation of some statistical para-

meters. Only the general outline shall be described. See reference U21J

for det,a.is. Let , and r be positive definite matrices (all eigen-

values positive) that act as weight~ig functions, then:

v() (G -AN CC, (360

where [7 is (n)x(n) and 1 is (k.x .,

Let ".0 be the mean vector for N as compiled from arevious statisical

data (model). Define the expected value cperator E as:

E CS WDJ 1 rnt1+ (OX~~ 061)nl -* °°o ,

where f(x) is the probability density function for g(x). Let the vector

Shave zero mean and measure the error in G. Define the covariance

matrices thus:

S 7

N " -E (362) _ "



S, E (363)
Assuming a normal distribution for E and 11, then the Gauss-Narkov

A
theorem yields a statistically optimum estimate N by minimizing v(11)

for:

(364)

S= (365)

then: -, r N (366)

where Z S-1 + A S' A (367)
AThe resulting covariance matrix for (' - IS) is found to be X- 1 . Thus,

the expected mean square error may be written as:

E [(P- N _N 3=tr... X (368

Without solving equation (300), one can thus obtain an accuracy estimate

for 11 under the stated statistical conditions. One can also apply the

AIIA, (357) - (359), to enhance the estimate N5.

The last technique to be considered is an iterative scheme somewhat

analogous to the iterative improvement algorithm. The method used is

the Land,,reber iteration. 543. In general, an iterative guess, I ) is

made based on some a priori Inowledge and then improved successively

to form a sequence whose mth member, -m, transforms to the measured

G as m tends to infinite. The technicues' success is due to the auto-

matic constraining of the oscillatory nature of :.(m) for small m. This

allows an approximation to G early enough to avoid the oscillations if

the sequence is terminated when the residual error is on the order of the

error in G. The Landwober algoritlm uses:
A~) A (#%- ) A CM-i)
L + A (Cr-AN, ) (369)

wlhere 4.110) reflects the e:ected solution. If the ooefficiot =.tri:.



has --I" 'ositivo com-;onefnts, the convergence . be iroved by e-

fining a diagonea matrix D:

D dj - I tJ. o,..., ' (370)

end rewriting the estimate as:
A . +bAt'-GANo ) (371)

This completes this short survey of inversion techniques. A common

feature for all of them is their use of a priori mouledge to constrain

the selection of probable solutions in order to enhance the choice of

the proper solution. Indeed, this criterion must be met by any tech-

nique the experimenter chooses for Inversion, if he is to have any

confidence in the results.

This paper has endeavored to present the requirements for a device

desined to map thAe tropospheric aerosol properties on a real-time baslis.

The specific model equations wore derived after a theoretical develo-'ment

uas performed in such detail that thc user became fa.-iliar with the

%imitations of the theory. A candidato for such a devic3 thzt iou.d

_ti, -. o advantageously the s-pecific theory caracteristics is the .a .r

rada, or LIDP2. The LID.; system allolws for the direct selection of

the !:ey parmaters of the theory ctd yields as output the recuired in-

-uts for the data inversion to begin. .1 few inversion techniques were
....... l.b. exen suc ethods, the

presented, but, duo to the !orge .ni.able ete t of such me

subject was by no means exhausted. The aerosol LI',U must be capable

of polarization measurements and fast wavelength sc.=ning to increase

the number of independent observations made. Such system capability
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This secticnz 2resents sorie further ecuations to faci"ita-te the COnnMU-

~aton f te rcuied fuctions fro- t"e ieteo.

3tackscattVer: 9G 1S--it ('t C72

4 %-rn(1800) -2(,oo

(I eo S) (,I~n Ar

backsctter giv.-n: )n Qc( ) /,2GO(n+IX)bnir) N36

3-catteriv -fQctions:

t recurrence relationrs:

7(C~OSe) =C0 GoeI'n(co.Se)- Si'elz,'(cose)3/7
r n

I Wr(( COS (ZI) n- I (COS e) ir,-t n-21 (CO 9)7o

IN ieos6 (c2n-) =in_ (3S5)0)(OS

1 ii~~Cos 9)~ 3

11(c-0 8 0 S2

-i~~ <(CosG~ 053

Scatterinz coefiCcients: The equationsM for a and bo may be ritt-4en ~

terms of the logarithi ernn ucin M..? (Z) Teecais

Abelow have been so written end then incor:;orate--d into a n a 2.orih 'tha

was used to compuite the scattering and extinction efficiencies -:o r a

rnert%,-Icular- case of n 1.54(1-iO.C01). These values liere then -slotted

on V,-, enclosed gra~phs to. picture the oscill.atory behnaviour of'th



scattering, efficiency, 0,ea f'or O from 0. 1 to 17. 0 in 0. 1 i..,crements.

.> T.e data -Doints were connected by straight Ainqe seglment; s to complet e the

visualization. I must be realized that furt-her structUre may apzear i

under finer resolution. The routine was Progra=med for the !ue"-e-

--cka4 model -1 mchie it the porogram lst.ng accompanyingthI ~ ~figures. (34

(3825)

'-'te in hi fo3-lwin tat'0'ryllO)requires a complex argument.

nz i

C-2n (31))

07)~ Qs (33 11I

3j(, y n (r- _

X- (GC. 33

(399 I IInc

92p



3' 1 400)

=.3 nre1 a(13 )1l 0 ~,(t3)ILa

=> Satf)-~c~ '

Bei: A* . inU4: ropt 
1.

2. com-Pute: mx

1. i:;nut: (requdlred acrc;

1. ()ib11

4. compute: '(04) 
W

.1. cmpue

4~ ()
A In

2. compute: Xn (i) a.,7 ) h("e

3. com ut e (')~ L+ (2ni.I) 
[1-(cl+II

(n)( 2 c)zt)Re ()bn (00~

4, test: is 3

yes: go to D. 1 9

no: go to C. 5.

6%))

930

. te t ( ,4 
_

93 24



yes: go to D. 1,

n: go to E. 1.
(n)D. 1. assign,.: q oe) ~ (s

(n)

2. com-u-te: )",n, ca9 Xl 1 (e

3. assign: Pn I (are = (a)

4.go to C.1I

2. omou:nnuieoIses)B

(oC)

'ext (of)

Stop.

044
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